










With each subject’s data now divided into a set of ICA compo-
nents, we then needed a way to cluster (match) components across
subjects. This process can be difficult for a variety of reasons (Onton
and Makeig 2006). First, the scalp projection of any given brain
source can vary between subjects because of differences in brain
shapes and volume conduction through the head. Second, it is not
guaranteed that each subject’s data will decompose into an equivalent
set of components. Furthermore, multiple components within a single
subject can share similar topographies, provided their activity remains
sufficiently independent to be identified as distinct functional net-
works. With these complications, the most appropriate clustering
scheme depends on the specific goals of the clustering (Onton and
Makeig 2006). We sought to maximize the performance of the
clustering for those components that phase-locked to speech enve-
lopes and contributed to the channel-space cross-correlation functions.
To that end, we sought to eliminate ICA components that did not
respond to the experimental stimuli. Thus we set the criterion that to
be included in the clustering process an ICA component had to show
significant ASSRs, defined as having greater power at the stimulus
modulation frequencies than the 99th percentile of the surrounding
100 frequency bins. As steady-state responses typically propagate into
areas downstream from where they are generated, this criterion
retained temporal, parietal, and frontal sources that were likely to be
involved in audition and attention, while excluding components with
scalp topographies and spectra indicative of motor, somatosensory,
and visual cortex sources. The excluded components were subse-
quently examined, and we confirmed that none displayed evidence of

cross-correlation with the speech envelopes. For those components
that fit the criterion, we then used the normalized electrode weights
(scalp topography) and the normalized power spectra from 0 to 50 Hz
to cluster the data.

We used a standard k-means clustering algorithm that minimized
the sum of squared Euclidean distances of the components from their
cluster centroids. For k-means clustering, one must choose the number
of clusters to fit, as opposed to it being determined from the data. We
clustered the data with multiple values of k ranging from 4 to 9. For
each k, we repeated the clustering 1,000 times and kept the best fit for
further evaluation. Since the total distance measure will always shrink
with each additional cluster, a balance must be struck between the
number of clusters and goodness of fit. We used a common metric for
gauging the optimal number of clusters that seeks to maximize the
ratio of between-cluster sum of squared distances to within-cluster
sums of squared distances (Caliński and Harabasz 1974).

Analyses of clustered data. As in the channel-space data, we used
cross-correlation to extract neural responses to the speech stimuli that
were phase-locked to their envelopes. Additionally, we computed
wavelet spectrograms of each cross-correlation function to describe
their time-frequency content. For this, we used an array of complex-
valued continuous Morlet wavelet transforms with parameters that
stressed time resolution over frequency resolution.

With far fewer clusters to examine than individual EEG channels,
we were able to use bootstraps (Efron and Tibshirani 1993) to build
99% confidence intervals for the cross-correlation functions rather
than simply setting thresholds for significantly nonzero responses.

Fig. 3. A: cross-correlation functions be-
tween the control envelopes and EEG chan-
nels. Each trace represents an individual
channel. B: control cross-correlations were
collapsed across channel and time to form a
null distribution. The 0.5th and 99.5th per-
centiles were set as the threshold of signifi-
cance for a single test, indicated by black
dashed lines. C and E: unattended and at-
tended cross-correlation functions. Blue
dashed lines indicate the threshold for sig-
nificance after adjustment for multiple com-
parisons. D and F: wavelet spectrograms of
the cross-correlation functions, averaged
over channels, indicating the frequencies at
which phase-locking occurred. G: scalp to-
pographies for the peaks in the attended
cross-correlation function. Warm colors de-
note correlations with positive potentials,
while cool colors denote correlations with
negative potentials.
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Bootstraps are computationally prohibitive but are advantageous in
that they do not require assumptions about the shape of the underlying
distribution. Using MATLAB’s bootstrapping functions, we per-
formed 5,000 different resamplings of the data. These consisted of n
trials randomly selected with replacement, where n was equal to the
total number of trials in the data. Each resampling of the data
produced an estimate of the true cross-correlation function, and the
distribution of those estimates was used to determine the bias in the
estimator and subsequently a bias-corrected confidence interval for
the true cross-correlations. As in the channel-space cross-correlation
analyses, the confidence intervals were then adjusted for multiple
comparisons to maintain a familywise confidence of 99%. Similar
bootstrap procedures were also used to calculate 99% confidence
intervals (after correcting for multiple comparisons) for the wavelet
spectrograms of the cross-correlation functions and the ASSRs.

RESULTS

Behavior. The participants performed well on the sentence
recognition task, given its challenge, with a mean accuracy of
82.45% (SD � 4.85%). Participants reported in the debriefing
that most of their errors were due to memory constraints rather
than lapses in attention. While that may have been true, the
behavioral task was not capable of discriminating between
those two sources of error.

Envelope-EEG channel cross-correlations. We used cross-
correlation to extract phase-locked neural responses to the
speech envelopes. Grand-averaged cross-correlation functions
for control, attended, and unattended envelopes are plotted in
Fig. 3, with each trace representing an individual EEG channel.
As expected, the control envelopes (Fig. 3A) showed no sys-
tematic relationship to the EEG, with correlations fluctuating
around zero. The distribution of correlations, collapsed across
channels and latencies, was approximately Gaussian (Fig. 3B).
We used the 0.5th and 99.5th percentiles of that distribution
(indicated by black dashed lines in Fig. 3B) to determine the
maximum amount of correlation that we expected to occur by
chance (before multiple comparisons procedures) in the at-
tended and unattended cross-correlation functions.

The attended cross correlation functions appear in Fig. 3E;
blue dashed lines indicate the level of the smallest significant
correlation value after adjusting for multiple comparisons. We
found robust phase-locked responses to the attended speech’s
envelope, with highly significant peaks in correlation values at
90-, 200-, and 350-ms latencies—corresponding to the N1, P2,
and N2 components from the auditory evoked potential liter-
ature (Picton et al. 1974). In looking at the scalp distributions
of the peaks (Fig. 3G), the response at 90 ms was somewhat
right-lateralized, while those at 200 and 350 ms were con-
versely left-lateralized. The time-frequency representation of
the cross-correlation functions (Fig. 3F) indicated that entrain-
ment of endogenous oscillations had occurred primarily in the
low theta to delta band, with a gradual decrease in frequency
over time.

We could see immediately from the unattended cross-corre-
lation functions (Fig. 3C) that attention had a major impact on
phase-locking to speech envelopes. The large peaks in corre-
lation that we saw in the attended cross-correlations were all
but absent in the unattended case, with fewer channels crossing
the threshold for significance. Additionally, the latencies at
which the strongest correlations were recorded for the unat-
tended functions did not match the corresponding latencies in

the attended functions. We would expect the peaks to occur at
the same latencies if the attended and unattended responses
were simply scaled versions of one another. Overall, while the
unattended cross-correlation functions clearly contained struc-
ture that was not present in the control functions, the small
amount of signal relative to noise made it difficult to form a
detailed profile of the unattended response. The time-frequency
representation of the unattended cross-correlations (Fig. 3D)
suggested that what phase-locking occurred resided mostly in
the theta band.

Auditory steady-state responses. The 40- and 41-Hz-ampli-
tude modulations elicited robust ASSRs in all participants at
the exact frequencies of modulation. The grand-averaged am-
plitude spectrum of midfrontal channel Fz (Fig. 4A) illustrates
the size of the ASSRs relative to the full amplitude spectrum of
the EEG. The ASSRs were small but still clearly visible. As the
steady-state responses were phase-locked across all trials, we
could also average the complex Fourier coefficients instead of
just the amplitudes. This operation is equivalent to averaging
the trials in the time domain and then Fourier transforming that
average. By doing this, activity that was phase-locked across
trials was preserved, while all other activity averaged toward
zero. Figure 4B illustrates the boost in signal-to-noise ratio that
resulted from this form of averaging. All further plots and
statistical analyses of the ASSRs used those complex-averaged
data.

Figure 4C depicts topographic polar plots of the steady-state
responses. For each channel, the length of the line represents
the amplitude of the response and the angle represents the
phase. The scalp distributions were typical for ASSRs, with
both frontal and occipital maxima that were �180° out of
phase. ASSRs are commonly thought to result from a combi-
nation of brain stem and auditory cortical sources, whose
responses overlap to form this frontally peaked distribution
(Herdman et al. 2002). When comparing the ASSRs between
the attended and unattended stimuli on each side, we observed
no differences in phase or latency. In all respects, ASSRs
elicited by attended stimuli appeared identical to ASSRs elic-
ited by unattended stimuli. Although we observed no effects of
attention, we did see some differences between responses to
stimuli on the left and right. The ASSR amplitudes were
slightly larger for stimuli on the right, and their distribution
across the scalp was subtly different. In addition, the absolute
phases of the left and right ASSRs were slightly different
because of the 1-Hz difference in their modulation frequencies.

The results of the ANOVA reinforced these observations.
Steady-state amplitudes were not modulated by attention (F1,8 �
0.01, not significant). ASSRs to stimuli on the right had larger
amplitudes than ASSRs to stimuli on the left (F1,8 � 313.1, P �
0.001). The differences between the topographies of ASSRs to the
left and right stimuli resulted in a significant interaction between
stimulus side and electrode location (F1,127 � 3.77, P � 0.001).
Finally, the ANOVA also revealed that the side of attention did
not alter overall ASSR amplitudes (F1,8 � 6.03, P � 0.14).

ICA component clustering. For each value of k from 4 to 9,
we used the best fit from 1,000 iterations of the k-means
clustering algorithm to evaluate the goodness of fit. We found
that six clusters maximized Caliński and Harabasz’s (1974)
criterion for the optimal number of clusters. Solutions for more
than six produced clusters with only one ICA component
assigned to them, indicating that only six major trends could be
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identified across the set of ICA components and the algorithm
was being forced to pick out the least representative compo-
nents to populate the additional clusters. The scalp topogra-
phies and power spectra of the six-cluster solution are shown in
Fig. 5, A and B, respectively. For each cluster, we used
EEGLAB’s dipole fitting functions to estimate the location and
orientation of the equivalent dipole source that best accounted
for its scalp topography (Delorme and Makeig 2004). Although
equivalent dipoles are admittedly oversimplified models for
brain sources, they produce very good fits for the scalp maps
produced by ICA and other blind source separation techniques
(Delorme et al. 2012). We viewed the fits simply as a rough
estimate of the centroid of the brain sources, with full knowl-
edge that other source configurations could produce identical
scalp topographies. Clusters with lateralized topographies (1,
2, 4, and 5) were fit with a single dipole. Those with topogra-
phies that were focal over the midline (3 and 6) were fit with
both single and symmetric dipole sources.

The dipole fits for clusters 1 and 2 were located in the left
and right posterior temporal lobes, near the superior temporal
sulci (STS). Dipole fits for clusters 4 and 5 were located more
anteriorly in the temporal lobe, closer to primary auditory
areas. These dipole fits have good face validity, in that these
are cortical areas known to be involved in speech processing
(Hickok and Poeppel 2007). Cluster 6 was well-fit with either
one or two dipoles located near the midline in the parietal lobe,
which agreed with the strong alpha rhythm in its power
spectrum. Finally, the underlying sources for cluster 3 were far
less certain. The best single dipole fit was located under the
frontal lobe, right above the thalamus, while the fit for sym-
metric dipoles was located shallower in the frontal lobes.
Although auditory responses are often maximal in frontal
electrodes, they have been shown to originate primarily from a
combination of sources in the brain stem and the primary
auditory regions on the superior surface of the temporal lobe

(Herdman et al. 2002; Vaughan and Ritter 1970). Accordingly,
we found that placing dipoles in either of those locations could
also account for cluster 3’s scalp topography with low residual
variance. Therefore, we felt that it was most appropriate to
assume that cluster 3 could be sensitive to any and all of those
brain structures.

Envelope-cluster cross-correlations. We cross-correlated
the clustered data with the attended, unattended, and control
speech envelopes. Each cluster’s attended (red) and unattended
(gray) cross-correlation functions appear in Fig. 5C. The
shaded regions indicate 99% confidence intervals for the means
after correction for bias and multiple comparisons. The control
cross-correlation functions never differed significantly from
zero and are not plotted. The attended and unattended cross-
correlation functions in clusters 4, 5, and 6 were also nearly
flat, indicating that activity in those brain areas did not signif-
icantly phase-lock to the envelopes of attended or unattended
speech.

In contrast, clusters 1, 2, and 3 showed large responses with
strong differences between attended and unattended speech.
We projected just those three clusters back into channel space
and recovered attended and unattended cross-correlation func-
tions that were indistinguishable at a glance from those in Fig.
3, confirming our suspicions that the channel-space cross-
correlations were actually the sum of temporally overlapping
activity stemming from these three brain areas. The time-
frequency representations of the cross-correlation functions
appear in Fig. 5, D and E. Dashed lines in the attended wavelet
spectrograms indicate time-frequency areas where the boot-
strap analyses indicated that the attended responses were sig-
nificantly greater than the unattended responses.

The attended cross-correlation functions in clusters 1
through 3 peaked at the same latencies (90, 200, and 350 ms)
that were observed in the channel-space cross correlations. The
overall shape of each of those cluster’s attended response was

Fig. 4. A: grand-averaged amplitude spectrum of frontal channel Fz, showing that the steady-state responses at 40 and 41 Hz are small but visible in individual
trials. B: the complex Fourier coefficients for each trial can be averaged to reduce the contribution of all activity that is not phase-locked across trials. The
steady-state responses are preserved, while all other activity falls off. C: polar plots showing the amplitude (length) and phase (angle) of the steady-state
responses. Channels located outside the ring are located below the plane formed between the nasion and occipital channels O1 and O2.
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similar (i.e., a positive, a negative, then another positive
deflection from zero), but the strength of each peak varied.
Clusters 1 and 3 had robust responses at all three latencies.
Cluster 2 had a strong response at 90 ms but greatly reduced
responses at 200 and 350 ms. Cluster 3 also contained a
significant response at a 15-ms latency, which is too fast for a
cortical response and more likely reflected the brain stem
response to speech (Chandrasekaran and Kraus 2010). In
looking at the time-frequency representations of the attended
responses (Fig. 5D), we observed that the peak frequency
content of clusters 1 and 2 fell at the edge of the delta and theta
bands, while that of cluster 3 fell slightly higher in the low
theta band. That could indicate a difference in which frequen-
cies in the envelope were preferably tracked by each cluster’s
source. Alternatively, the frequency content of clusters 1 and 2
could appear lower if their responses were less consistent in
latency, since temporal jitter tends to smooth out estimations of
evoked responses.

Turning to the unattended cross-correlations, we observed
across the board that responses were smaller than those to
attended speech. However, the unattended and attended cross-
correlation functions were sufficiently different to make it
obvious that they were not all just scaled versions of one
another as reported in previous studies. The unattended cross-
correlation functions for clusters 1 and 2 were similar in shape,

but the magnitude of the unattended response in cluster 2 was
somewhat weaker. In these clusters, we observed two primary
differences from their attended cross-correlations. First, the
initial peaks that occurred at 90 ms in the attended functions
were completely absent in the unattended functions. Second,
from 150- to 450-ms latencies, the signs of the correlations
were opposite to those in the attended functions. Thus, across
those latencies, the brain areas corresponding to clusters 1 and
2 directly encoded the envelope of speech if it was attended or
encoded the inverse of the envelope if it was unattended,
consistent with the hypothesized mechanism of suppression
through entrainment. Cluster 3 did not show the sign inversion
seen in the previous two clusters. The shape resembled a
scaled-down version of the attended response, in that they both
trended up or down at similar times. The unattended response
begins smaller, but by 300-ms latency was indistinguishable
from the attended response. The time-frequency representa-
tions of the unattended responses (Fig. 5E) were mostly unin-
formative because of the small sizes of their responses, but
what power they contained fell into the delta and theta bands.

Auditory steady-state responses in clusters. Using the con-
fidence intervals produced by the bootstrap analyses, we found
that the ASSRs were significantly larger in cluster 3 than in any
other cluster, consistent with the close match between its
topography and that of the ASSR we obtained from the

Fig. 5. A: average channel weights for each cluster. Warm colors denote positive weights, cool colors denote negative weights, and black denotes zero weights.
B: average power spectrum for each cluster. C: average cross-correlation functions for each cluster with shaded areas denoting 99% confidence intervals. Red
and gray lines correspond to the attended and unattended cross-correlations, respectively. D and E: wavelet-spectrogram representations of the cross-correlation
functions. Regions enclosed by dashed lines indicate time-frequency regions where the attended cross-correlation function has significantly more power than the
unattended function.
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pre-ICA EEG. However, the ASSRs were not modulated by
attention in any of the six clusters.

DISCUSSION

Summary. In the present study, we created a “cocktail party”
scenario wherein subjects needed to attend to one speaker
while suppressing a competing speaker. We found three dis-
tinct brain areas/networks that phase-locked to the acoustic
envelopes of attended and unattended speech. In all three, the
responses to unattended speech were weaker overall than those
to attended speech. This was especially pronounced for the
earliest cortical responses peaking around 90 ms. We also
found a previously unreported effect, where sources in the
posterior temporal cortices encoded the envelope of attended
speech at the same latency at which they encoded the inverse
of the unattended speech’s envelope. Additionally, we evoked
ASSRs by modulating the amplitudes of the speech stimuli at
40 and 41 Hz and found that responses did not differ with
attention.

Phase-locking to attended speech. We observed robust
phase-locked responses to the envelopes of attended speech
streams. Those responses fit the timing and scalp distribution
of the classic N1-P2-N2 auditory evoked potential components
(Picton et al. 1974) and largely reproduced envelope responses
that have been reported in comparable studies (Abrams et al.
2008; Aiken and Picton 2008; Ding and Simon 2012a; Lalor
and Foxe 2010). The late peak (N2) in our attended cross-
correlation function has not always been present in other
studies. This component is sensitive to several cognitive func-
tions including attention, novelty detection, and cognitive con-
trol (Folstein and Van Petten 2008) and thus may be more
visible in the present study because of the particular set of
cognitive demands in our behavioral task.

In addition to replicating previous work, our ICA decompo-
sition revealed that the phase-locked responses that we (and
previous studies) recorded at the scalp electrodes were not
generated by a single source within the brain. Rather, we found
evidence of three independent brain sources/networks that
phase-locked to speech envelopes. These responses shared
similar time courses, yet their relative strengths varied across
latency. These differences, previously unobserved, have im-
portant implications regarding the hemispheric lateralization of
function. Several models of auditory processing have proposed
that the left and right auditory cortices have different respon-
sibilities (Friederici and Alter 2004; Poeppel 2003; Zatorre et
al. 2002). According to the “asymmetric sampling in time”
(AST) hypothesis, for example, speech processing is a bilateral
effort, but each hemisphere preferentially processes certain
timescales (Poeppel 2003). The left hemisphere is thought to
be focused on very short timescales, needed to discriminate
place of articulation and other fast temporal features, while the
right hemisphere preferentially follows the slower temporal
features such as the envelope. Most studies report better
representations of the acoustic envelopes in the right hemi-
sphere (Abrams et al. 2008; Ding and Simon 2012a; Kerlin et
al. 2010; Luo and Poeppel 2007), but some have found no
difference or the opposite trend (Aiken and Picton 2008;
Millman et al. 2011; Peelle et al. 2012).

Our results show evidence of both right and left lateraliza-
tion for envelope tracking, depending on the time window of

interest. Thus it would seem inappropriate to declare one
hemisphere as dominant for envelope processing in general.
Rather, lateralization of function is better described separately
for early and late cortical responses. The earliest cortical
response to speech is thought to relate to its spectrotemporal
analysis (Hickok and Poeppel 2007). In our data, this response
(at 90 ms) was slightly stronger in the right hemisphere source,
which lends some support for the AST hypothesis. In contrast,
the later cortical responses were very strongly left-lateralized.
Left hemisphere cortical structures are known to dominate
lexical/semantic stages of speech processing (Hickok and
Poeppel 2007) and are preferentially activated by connected (as
compared with single syllables or words) speech (Peelle 2012).
Thus prolonged maintenance of the acoustic envelope in the
left hemisphere may be involved in the mapping from spec-
trotemporal features to lexical/semantic meaning. This view is
further reinforced by the observation that envelope tracking in
the left hemisphere is reduced for unintelligible speech (Peelle
et al. 2012).

Phase-locking to competing speech. We found significant
phase-locked responses to the competing speech within the
same three clusters that responded to the attended speech. The
use of ICA was particularly helpful in describing the responses
to the competing speech, as they destructively interfered at the
scalp electrodes and therefore were masked in the channel-
space cross-correlation functions. It is likely that the effects
reported in previous studies also reflect the combined activity
of these three sources and thus may have obscured the full
range of attentional effects in the present study. In all three of
the clusters that recorded phase-locked responses, the re-
sponses to unattended speech were weaker overall than those to
attended speech. This was particularly true for the initial
cortical responses, which were almost entirely absent in the
unattended cross-correlation functions. This mostly agrees
with previous studies that have reported suppression of the
unattended responses (Ding and Simon 2012a; Power et al.
2011, 2012) or preferential encoding of the attended speech
(Kerlin et al. 2010; Mesgarani and Chang 2012). However, the
degree to which the unattended responses were diminished
relative to the attended responses was greater in the present
study than in any previous work. This does not directly con-
tradict previous studies, as the behavioral task in the present
study was very demanding and was specifically designed to
require more thorough suppression of the competing speech.
Previous studies typically required subjects to finish attended
sentences or answer questions regarding an attended passage,
which would not necessarily be disrupted by additional infor-
mation from the unattended side. However, in our task the
failure to suppress or “tune out” the unattended speech was
disastrous to the subjects’ performance. Thus our findings
could be viewed as a more powerful example of the same
fundamental effect.

Suppression of competing speech through entrainment of
cortical oscillations. We hypothesized that attention networks
could suppress a competing speech stream by encouraging
auditory populations to phase-lock to the inverse of that
stream’s envelope. We found sources in the left and right
posterior temporal cortices that strongly encoded the envelope
of attended speech at 200-ms latency yet encoded the inverse
of the unattended speech’s envelope at that same latency. As
changes in gain alone should not be able to invert the sign of
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the correlation, we believe the hypothesized mechanism of
entrainment is the most parsimonious explanation for the
observed inverse envelope encoding. Thus these data constitute
the first evidence that we are aware of in which attention
networks have manipulated the phase of slow neuronal oscil-
lations to suppress a competing rhythmic stimulus.

While this helps to understand the neural processing of
speech during “cocktail party” scenarios, many questions re-
main about how this process takes place and what purpose it
serves. First, it remains uncertain whether this entrainment
mechanism is capable of enhancing an attended speaker and
suppressing a competing speaker at the same time. We saw
evidence of both in the averaged cross-correlations, but that
does not mean that they occurred concurrently. Attention
networks may have dynamically switched from enhancing the
target stream to suppressing the competing stream, depending
on which was the most effective strategy at that moment. We
are limited to observations from the averaged data, as we
cannot reconstruct speech envelopes from the raw EEG of
single trials with sufficient accuracy. However, recent studies
using implanted electrodes have demonstrated excellent recon-
struction of stimulus envelopes (Mesgarani et al. 2009; Mes-
garani and Chang 2012; Pasley et al. 2012) and may clarify this
point in the future.

Second, it remains uncertain whether the primary function of
phase-locking is, in fact, to align syllable arrivals with periods
of maximum (or minimum for competing) neural excitability.
The beginnings of syllables do not necessarily contain the most
critical information for comprehension. The ends of (and
transitions between) syllables can also supply important infor-
mation, yet this mechanism would effectively suppress that
information. Further research is needed to clarify why phase-
locking to the beginnings of syllables is optimal. Perhaps
changes in neuronal excitability are not actually the primary
goal of entrainment. Instead, entrainment may primarily un-
derscore the segmentation of speech. It has been suggested that
the parallelized processing of speech at multiple timescales
(i.e., phoneme, syllable, word, sentence, narrative) requires
coordination across several frequency bands of cortical oscil-
lations (Ghitza 2011; Ghitza and Greenberg 2009; Giraud and
Poeppel 2012). The envelope can provide the boundaries for
segmentation at each of these timescales, and entrainment may
be required to maintain synchronization across frequency
bands. If true, entrainment to the inverse of the competing
speech’s envelope may act to undermine the proper segmen-
tation of the competing speech stream.

Invariance of ASSRs to attention. We attempted to measure
changes in gain resulting from attention by comparing ASSRs
elicited by the attended and unattended speech. As in a recent
similar study (Ding and Simon 2012a), we found that attended
and unattended speech elicited identical ASSRs. Interpretation
of this result is difficult, as there are many possible reasons
why the ASSRs were not significantly modulated.

First, the ASSRs might have been identical when attended or
unattended because they are primarily generated in the mid-
brain and auditory core (Herdman et al. 2002). As the differ-
ences in entrainment were observed in later stages of the
auditory pathway, the changes in gain may also have been
limited to those later areas and thus unobservable with an
ASSR. Even if we assume that the differences in entrainment
had altered stimulus gain at the level of the auditory core

through top-down influence, the changes in excitability due to
the phase of delta and theta oscillations are most noticeable for
near-threshold stimuli (Lakatos et al. 2005). Since the modu-
lations that drive ASSRs are quite salient and by definition
highly entraining, they may be insensitive to subtle changes in
excitability.

Additionally, we may not have observed effects of attention
in the ASSRs because the 40- and 41-Hz-amplitude modula-
tions were both being suppressed (or ignored) as distracting
features in the speech stimuli. The modulations carried no
linguistic meaning, yet they overlapped in timescale with
modulations that determine phonemic-scale features such as
place of articulation (Poeppel 2003). Thus it may have been
beneficial to suppress the constant modulations in order to
better judge transient modulations of the same timescale. This
account has some empirical support; modulated speech and
speech-in-noise produce smaller ASSRs than reversed speech
and nonspeech carriers (Deng and Srinivasan 2010), indicating
that people only suppress these uninformative modulations
when processing stimuli for linguistic meaning.

Although steady-state responses to visual stimuli are
strongly modulated by attention to location and feature (An-
dersen et al. 2011), the literature is heavily divided regarding
the effects of attention on ASSRs. The ability to observe
attentional effects in ASSRs seems to greatly depend upon
stimulus characteristics, task demands, and level of mental
arousal (Bidet-Caulet et al. 2007; Lazzouni et al. 2010; Linden
et al. 1987; Müller et al. 2009; Ross et al. 2004; Skosnik et al.
2007). In the future, a different type of auditory probe may be
more appropriate in measuring changes in gain when using
speech stimuli, such as chirps or oddball sounds inserted into
the speech streams. Comparison of the subsequent evoked
responses may be able to better quantify gain changes in later
cortical stages.

Conclusions. This study provides evidence that phase-en-
trainment mechanisms are used by attention networks for both
enhancement and suppression of speech streams. These mech-
anisms are effective for speech largely because the frequencies
of nested endogenous neural activity (delta, theta, and gamma)
represent the dominant timescales of speech information.
However, it remains unclear if these preexisting neural
constraints guided the development of speech structure, or if
the proliferation of complex speech selected for this neural
organization. If it is the latter, then each sensory system may
contain oscillatory hierarchies that reflect their typical rates
of stimulation.
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